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Mustererkennung ist eine herausragende Fahigkeit fortgeschrittener KI. Den
»strukturellen« Vergleich beherrscht Kl jedoch bisher kaum. Daher gilt es zu
Uberlegen, was man von einen Ahnlichkeitsvergleich innerhalb eines Rechtssystem
und uber mehrere Rechtssysteme hinweg erwarten kann. Kl bedeutet sicher nicht
das Ende der Rechtsvergleichung, wird das Feld aber doch grundsatzlich
verandern.[1] Was man erwarten kann, hangt wiederum von den verflgbaren
Methoden[2] ab.

Ich will den Rechtsvergleich im Auge behalten, aber mich zuvor informieren, was Kl
insoweit leistet. Diese Fortsetzung dient deshalb zunachst der Selbstverstandigung.
Der Kenner mag sie uberschlagen.

Natural Language Processing (NLP), also die direkte Verarbeitung naturlicher
Sprache, ist heute Kl-Standard.[3] Es gibt viele juristische Texte - Gesetze, Urteile,
Literatur - die maschinenlesbar zur Verfugung stehen und die man mit Hilfe von KI
befragen kénnte. Doch kann man den Ahnlichkeitsvergleich juristischer Texte bisher
anscheinend nicht vollstandig Verfahren automatisierter Inhaltsanalyse uUberlassen,
die selbsttatig nach Mustern suchen. Juristischen Datenbanken gestatten die
Informationsgewinnung nur mit Hilfe eines Stichwortsuche. Auf diese Weise kann
man wohl einschlagige Texte finden, aber keine Muster entdecken.[4] Juristische
Texte haben Eigenschaften, die die automatische Extraktion von Strukturen
erschweren. Juristisches Denken stutzt sich stark auf implizites Wissen, das derzeit
schwer zu extrahieren ist. Rechtsnormen sind voll von unausgesprochenen
Verweisungen. Sie sind sowohl auf Satzebene als auch auf der Wortebene
interpretationsfahig und interpretationsbedurftig.[5] Das Verstandnis verlangt die
Berucksichtigung eines (sprachlichen) Kontextes, der Uber die Ublicherweise von
den LLM berucksichtigten Textabschnitte und auch Uber den einzelnen Satz
hinausgeht. Daher steckt die Automatisierung der semantischen Suche in
juristischen Texten noch immer in den Anfangen. Aber die haben es in sich.

Um sich den Mdglichkeiten des automatisierten Ahnlichkeitsvergleichs zu nahern,
gilt es, zunachst Vergleichsobjekte und Vergleichsmengen naher zu bestimmen. Die
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Bestimmung der Vergleichsmengen ist die einfachere Aufgabe.

Vergleichsmenge ist eine Menge juristischer Texte, die grofSer ist, als dass man sie
ohne Hilfsmittel Ubersehen konnte. Es ist allerdings ausgeschlossen, alle
juristischen Texte zu berucksichtigen. Je nach Fragestellung muss man eine
Auswahl treffen. Findet sich das Vergleichsobjekt V; haufiger in Normen, die vor
oder nach dem Jahr 2000 erlassen wurden? Findet sich das Vergleichsobjekt V, nicht
nur in Entscheidungen des Bundesverfassungsgerichts, sondern auch in solchen des
US-Supreme Courts usw.? Die Auswahl kann sich auf eine der drei groSen Gruppen
- Normtexte, Entscheidungen, Literatur - beschranken. Sie kann nach der
Entstehungszeit der Texte begrenzt werden. Sie kann sich auf bestimmte Sach- und
Fachgebiete konzentrieren. Fur die Rechtsvergleichung wird man Texte aus zwei
oder mehreren Rechtssystemen einbeziehen. So ergeben sich vielfache
Moglichkeiten fur Schnittmengen.

Eine technische Begrenzung der Vergleichsmenge folgt aus der VerflUgbarkeit der
Daten. Man kann davon ausgehen, dass die juristischen Texte mindestens der
letzten Jahrzehnte digital entworfen und gespeichert wurden. Aber das bedeutet
langst nicht, dass sie fur eine automatisierte Auswertung durch Dritte verfugbar
sind. Viele Texte werden Uberhaupt nicht digital publiziert.[6] Viele stehen hinter
einer Bezahlschranke. Wo juristische Texte in digitaler Form offentlich zuganglich
sind, wie es heute bei obergerichtlichen Entscheidungen in der Regel der Fall ist,
mussen sie meist einzeln abgerufen werden. So genannte Bulk-Downloads sind
kaum moglich. Diese Einschrankungen treffen allerdings vor allem die Kl-Industrie,
die solche Texte gerne zum Training domanenspezifischer LLM verwenden madchte.
Ihr fehlt die technische Schnittstelle (API), die den direkten Zugriff auf grolSere
Datenmengen erlaubt.[7] Fur den wissenschaftlichen Bedarf gelingt es meist,
kleinere Teilmengen zusammenzustellen. Hier liegt das Problem eher darin, die
Texte fur das maschinelle Lernen vorzustrukturieren,

Schwieriger als die Bereitstellung einer Textmenge zur automatisierten Auswertung
ist die Bestimmung von Vergleichsobjekten, jedenfalls dann, wenn diese nicht trivial
sein sollen. Das ist ja der Grund, warum die Rechtsvergleichung weitgehend auf den
Ahnlichkeitsvergleich verzichtet. Trivial erscheint zunachst, was eine Standard-
Methode der Kl reproduziert, die als Named Entity Recognition (NER) gelaufig ist.
Fur dieses Verfahren wird eine Reihe »benannter Entitaten« codiert, nach denen
das Programm in den Texten suchen soll. Zu den Entitaten gehdren standardmaliig
Orts- und Zeitangaben, Personen und Organisationen.
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Interessanter wird es, wenn dem Programm domanenspezifische Kategorien
vorgegeben werden (Legal Entity Recognition = LER).[8] Juristische Dokumente
enthalten - neben den Ublichen Eigennamen (Personen, Orte, Organisationen) -
zahlreiche fachspezifische Entitaten. Fur die Suche in juristischen Texten etwa

Rechtssubjekte: Parteien, Richter, Anwalte,

Normen: Gesetze, Paragrafen, Absatze, Artikel, Verweisungen,

Vertrage: Vertragsparteien, Klauseln, Fristen, Zahlungsbedingungen,
Gerichtliche Entscheidungen: Entscheidungsart, Instanz, Datum, Aktenzeichen,
Ort und Jurisdiktionseinheiten: Land, Bundesland, Rechtskreis.

Aber so richtig spannend sind solche Fragen noch nicht. Sie kratzen immer noch an
der Oberflache. Interessant ist immerhin, dass zwischen Vergleichsobjekt und
Vergleichsmenge eine Relation zu bestehen scheint derart, dass bei sehr grofsen
Vergleichsmengen auch oberflachliche Ahnlichkeiten Bedeutung gewinnen. Das
zeigt das von der Politikwissenschaft beschriebene Phanomen der Isomorphie der
Institutionen.

Damit die Ahnlichkeitssuche in begrenzten Textmengen interessant wird, missen
weitere Entitaten benannt werden, die trotz ihrer AuBerlichkeit zu tieferen
Einsichten verhelfen konnen. Einige solcher Vergleichsobjekte drangen sich auf.
Drei will ich hier anfuhren.

Friedemann Vogel hat darauf aufmerksam gemacht, dass der Anteil »mehr oder
weniger feststehender Mehrworteinheiten« in Gerichtsentscheidungen deutlich
haufiger ist als in Presse- oder sprachwissenschaftlichen Texten.[9] Ein zweites
Muster bilden die nach dem Vorbild von Code Smells so genannten Law Smells,
namlich suboptimale Gestaltungen von Rechtssatzen. Das dritte Muster, dessen
Relevanz auf der Hand zu liegen scheint, sind »Falle«. Dieses Muster ist interessant,
weil vielleicht Uber Falle die Verbindung zu (funktionalen) Problemen hergestellt
werden kann.

Zunachst zu den Mehrworteinheiten. Sie erscheinen in unterschiedlicher
Zusammensetzung in verschiedenen Vergleichsmengen, die aus der Grundmenge
der Rechtstexte jeweils einen consideration set bilden. Ganz grob lassen sich die
Vergleichsmengen fur die Suche nach Mehrworteinheiten in Rechtsnormen,
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Gebrauchstexte wie Vertrage und Geschaftsbedingungen sowie dogmatische Texte
im weitesten Sinne einteilen. Die letztere Menge soll alle Text einschlieRen, die
irgendwie die Verbindung zwischen Rechtsnormen und Entscheidungen herstellen,
also etwa Urteilsbegrundungen, Kommentare und das dogmatische Schrifttum im
engeren Sinne. In Normtexten kann man etwa nach gleichlautenden Begriffen und
Definitionen suchen, in Gebrauchstexten nach Vertragsklauseln und in
dogmatischen Texten nach Formeln, die Prinzipien aufrufen (z.B. »Integritat und
Vertraulichkeit informationstechnischer Systeme«[10], BVerfG) oder als Argument
dienen (z. B. VerhaltnismafBigkeit).

Die inzwischen schon »klassische« Datenverarbeitung findet solche
Mehrworteinheiten allerdings nur, wenn sie mit genau vorgegebenem Wortlaut
gesucht werden. Das ist bloRes Retrieval mit Hilf der Booleschen Operatoren. Von
fortgeschrittener Kl erwartet man eine semantische Mustersuche. Das heifst, sie
sollte die Vergleichsobjekte auch herausfinden, wenn sie nicht nach dem Wortlaut,
aber sinngemal ahnlich sind. Ein VerhaltnismaBigkeitsargument musste also auch
erkannt werden, wenn von Proportionalitat die Rede ist oder gar nur davon
gesprochen wird, dass im konkreten Fall der Zweck das Mittel nicht rechtfertigen
kann. Um diese Leistung zu erbringen, konnen die grollen Sprachmodelle mit
annotierten Textcorpora trainiert werden. Uber solches Training und seinen Erfolg
berichten Kilian Luders, StohImann u. a..[11] Um besser zu verstehen, worum es
geht, sind zunachst einige Grundprinzipien der Kl in Erinnerung zu rufen.

Die verbreitete Vorstellung »vollautomatischen Lernens« trifft in der Praxis nicht zu.
Die Kl-Industrie beschaftigt in erheblichem Umfang Menschen fur Datenannotation
und -aufbereitung. Dieses Segment ist ein struktureller Bestandteil moderner Kl-
Entwicklung, insbesondere bei Deep Learning. Deep-Learning-Modelle bendtigen fur
viele Aufgaben gelabelte Trainingsdaten. Bilder mit mussen Objektmarkierungen
versehen werden, Texte mit Kategorien, Entitaten und und weiteren
Kennzeichnungen. Diese Label kdnnen , zumal fur Rechtstexte, nicht zuverlassig
automatisch erzeugt werden. Die Kl-Industrie beschaftigt, unsichtbar fUr Endnutzer,
in Billiglohnlandern Hunderttausende Menschen weltweit. Fur domanenspezifische
Annotation braucht man jedoch Experten. In der Folge sind die juristischen
Textcorpora fur das Training von Kl knapp. In der Regel werden Texte erst fur
konkrete Forschungen entsprechend aufbereitet, und oft werden sie anschlieSend
nicht far die Weiterverwendung zu Verflugung gestellt.

Wie gesagt: Natural Language Processing (NLP), also die direkte Verarbeitung

naturlicher Sprache, ist heute KI-Standard. Der Jurist als Informatik-Laie denkt hier
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an die grolSen, teilweise auch offentlich zuganglichen Systeme der generativen Ki
wie ChatGPT, Gemini, Claude oder Perplexity. Die Starke dieser Systeme ist ihre
Fahigkeit zum Umgang mit naturlicher Sprache. GPT steht fur einen generativen
vortrainierten Transformer (generative pre-trained transformer). Ein Transformer ist
eine von Google entwickelte Deep-Learning-Architektur. Sie »versteht« Sprache,
indem sie sich nicht nur separate Worter merkt, sondern die Wahrscheinlichkeit von
Wortfolgen bertcksichtigt. Dadurch wird die Bedeutung eines Wortes in seinem
Kontext erfasst. Allerdings Ubernehmen die Programme nicht die Worter nicht
unmittelbar aus Texten, sondern »tokenisieren« sie zuvor, das heilst zerlegen sie in
die bedeutungstragenden Bestandteile sowie Vorsilben und Endungen.

BERT-Modelle berechnen die Wahrscheinlichkeiten vorwarts und rackwarts, also
»bidirektional«. Fur jede Eingabesequenz wird das Attention-Mals eines jeden
Wortes (Tokens) zu jedem anderen berechnet. Typische Transformer-Modelle
verarbeiten Sequenzen mit einer Lange von 512, 1024 oder 2048 Token. Diese
Begrenzung entsteht durch den hohen Rechen- und Speicheraufwand, da fur jedes
Token sogenannte Query-, Key- und Value-Vektoren berechnet werden, so dass der
Aufwand fur die Attention-Berechnung quadratisch mit der Sequenzlange wachst.
Wie die Werte aus mehreren Eingabesequenzen und daruber hinaus aus
verschiedenen Texten koordiniert und zusammengefuhrt und schlie8lich auf
Anfragen (Prompts) reproduziert werden, ist dann die Spezialitat der einzelnen
Programme. Weiterer Programmarbeit bedarf es dann, wenn einzelnen Token mit
Hilfe von named entities oder Mehrworteinheiten explizit semantischer Gehalt
zugewiesen wird. Wichtig ist schlielSlich, dass die gespeicherten Werte »trainiert«
werden konnen, das heift, wenn weitere Texte durch den Transformer geschickt
werden, verbessert sich die Kontextempfindlichkeit.

Der Jurist als Informatik-Laie hat zunachst die general-purpose chatbots im Blick, die
grofSen Allzweck-LLM, die, wie man hort, mit gewaltigen Textmengen trainiert
worden sind, und die, wie man inzwischen taglich erfahrt, auf Fragen aller Art
erstaunliche Antworten generieren. Eine Probe bietet der Eintrag vom 23. 11. 2025.
Auch auf juristische Fragen bleiben die Systeme keine Antwort schuldig. Freilich
kann man sich auf die Antworten nicht verlassen. Ich habe mehrfach erlebt, dass
uberholte Rechtsquellen angefuhrt und Belege erfunden wurden. Aber die
genannten Systeme erheben auch gar nicht den Anspruch, Experten zu ersetzen.
Naher dran sind domanenspezifische Expertensystem, von denen langst eine ganze
Reihe am Markt ist, z. B. Beck-online, Libra. Diese Systeme kombinieren
vortrainierte Sprachmodelle mit domanenspezifischem Training und Human-in-the-
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Loop-Mechanismen, etwa durch fachliche Validierung der Ergebnisse oder gezielte
Nachannotation problematischer Falle. Ich habe zu diesen Systemen nur begrenzten
Zugang und damit bisher keine Erfahrungen gemacht, Uber die sich zu berichten
lohnt.

NER, LER und das Training mit annotierten Textcorpora helfen, Texte nach
vorgegebenen Vergleichsobjekten = Mustern zu durchsuchen, fihren aber noch
nicht zu selbstandigen Mustererkennung. Es handelt sich immer noch um
maschinelles Lernen mit explizit definierten Merkmalen (features). Der Anspruch
der fortgeschrittenen KlI-Systeme geht dahin, gedankliche Muster zu erkennen, auch
ohne dass diese Muster vorgegeben und die LLM darauf trainiert werden (Deep
Learning). Es kdnnte wohl sein, ja es ist sogar zu vermuten, dass in Rechtstexten
Ahnlichkeiten vorhanden sind, die bislang noch nicht bewusst wahrgenommen und
schon gar nicht Es erscheint daher plausibel - ja sogar naheliegend -, dass in
Rechtstexten Ahnlichkeiten und Strukturen vorhanden sind, die bislang nicht
bewusst wahrgenommen und schon gar nicht systematisch erfasst worden sind.

Zuruck zur Rechtsvergleichung fuhrt noch ein kleiner Umweg uber die Internetseite
https://huggingface.co. uggingFace ist eine von mehrern HHhHuggingFace ist eine
von mehreren Open-Source-Programm-Bibliotheken fur kunstliche Intelligenz. Sie
bietet Open-Source-Implementierungen von Transformer-Modellen fur Text-, Bild-
und Audiodaten. Es handelt sich um vortrainierte Sprachmodelle, das heilst
Programmbausteine mit offenen Schnittstellen (API). Sie sind Uber die Transfomer-
Architektur soweit vortrainiert, dass sie natirliche Sprache verarbeiten. Uber die
Schnittstellen konnen sie

far ein bestimmtes Sach- oder Fachgebiet (eine »Domane«) oder flur bestimmte
Aufgaben weiter trainiert werden. Das Training kann also entweder allgemein zu
einem besseren Verstandnis der Fachsprache oder speziell zur Erkennung
spezifischer Muster gefuhrt werden. Fur das Training bendotigte man annotierte
Dateien, dass heilst solche, in denen die Sequenzen, denen das Programm
besondere Aufmerksamkeit schenken soll, gekennzeichnet (gelabelt) werden. Diese
Annotierung ist Hand- und FleiBarbeit, die vorab geleistet wird. Danach bieten viele
Programme die Mdglichkeit zur Feinarbeit durch human-in-the-loop. Das heilst, das
Modell erzeugt zunachst Vorschlage, die von menschlichen Experten Uberpruft,
korrigiert und iterativ in das Training zuruckgefluhrt werden.

Gleich mehrere vortrainierte Programme, wie sie auf HuggingFace angeboten
werden, wurden auch von den Forschungsarbeiten benutzt, auf die ich in einer
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weiteren Fortsetzung eingehen will.
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